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SDRS: Shape-Differentiable Robot Simulator
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Abstract—Robot simulators are indispensable tools across
many fields, and recent research has significantly improved their
functionality by incorporating additional gradient information.
However, existing differentiable robot simulators suffer from
non-differentiable singularities, when robots undergo substan-
tial shape changes. To address this, we present the Shape-
Differentiable Robot Simulator (SDRS), designed to be differen-
tiable under significant robot shape changes. The core innovation
of SDRS lies in its representation of robot shapes using a set
of convex polyhedrons. This approach allows us to generalize
smooth, penalty-based contact mechanics for interactions be-
tween any pair of convex polyhedrons. Using the separating
hyperplane theorem, SDRS introduces a separating plane for
each pair of contacting convex polyhedrons. This separating
plane functions as a zero-mass auxiliary entity, with its state
determined by the principle of least action. This setup ensures
global differentiability, even as robot shapes undergo significant
geometric and topological changes. To demonstrate the practical
value of SDRS, we provide examples of robot co-design scenarios,
where both robot shapes and control movements are optimized
simultaneously.

Index Terms—Differentiable Simulation, Articulated Body,
Robot Design, Policy Search.

I. INTRODUCTION

Robot design and control stand as two paramount areas of
research. In robot design, engineers manipulate the hardware
specifications of a robot to equip it with the desired motion
capabilities, while in robot control, algorithms compute the
requisite motions and control signals for accomplishing a wide
array of tasks. Although both domains share the overarching
objective of task fulfillment, they have traditionally been
treated as separate stages in the blueprint of a robotic system.
Robot designers often rely heavily on their experience and
observations to fine-tune design parameters [1, 2, 3], while
robot controllers are typically crafted with the assumption of
fixed robot designs [4, 5]. Unfortunately, recent studies [6, 7, 8,
9] have revealed that neglecting the inherent interdependence
between these two stages can inevitably result in sub-optimal
designs.

The divide between design and control has increasingly
captured the attention of researchers. Various techniques have
emerged to bridge this gap, and among these, a promising
approach is robot co-design, where both the robot’s design
and controller parameters are jointly optimized. A significant
challenge in such applications lies in the expansive search
space, encompassing discrete decision variables for the robot’s
topology and continuous ones for its geometry and controller
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Fig. 1: Starting from an initial guess (left), we optimize the
shape of gripper to firmly grasp the Stanford bunny (right).

parameters. To derive meaningful robot designs, existing meth-
ods often resort to aggressive constraints on the robot’s design
space and employ exhaustive sampling-based optimization
strategies, such as Bayesian optimization [8, 10] and Monte-
Carlo tree search [7]. The necessity of constraining the design
space arises because these sampling-based optimizers grap-
ple with the curse of dimensionality, leading to exponential
complexity as the design space grows. Consequently, this
restriction on the design space can, once again, result in sub-
optimal designs.

Recent advancements in sensitivity analysis [6] and robot
simulation [9] have introduced a gradient-based approach as
an alternative to traditional sampling-based methods. These
algorithms use differentiable simulators to propagate gradient
information throughout robot simulations, allowing this infor-
mation to guide a variety of upstream applications, includ-
ing controller optimization [11], behavior cloning [12], and
robot system identification [13]. Unlike traditional methods,
gradient-based algorithms are not constrained by the curse
of dimensionality, enabling them to scale across large design
spaces and optimize complex aspects of robot link configu-
rations. Despite their promising results, current differentiable
simulators are either incapable of modeling significant changes
to geometric shapes, restricting the changes to small localized
neighborhoods, or not provably differentiable.

We present, SDRS, a guaranteed collision-free robot simu-
lator that can differentiate through significant geometric and
topologic shape changes to robot links. Our approach is
founded on two cornerstones. First, we introduce a novel
parameterization for the shape of robot links using the union
of convex polyhedrons in the V-representation [14]. This
expressive representation allows both geometric and topo-
logic shape changes in relatively low-dimensional continu-
ous parametric shapes. Second, we propose a penalty-based
collision constraint between pairs of convex hulls based on
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the separating hyperplane theorem [15]. We show that this
formulation can be extended to model contact mechanics
by treating the separating plane as a zero-mass auxiliary
entity. Our formulation avoids the need for explicit contact
point detection between convex hulls, thereby eliminating non-
differentiable singularities. We show that our formulation is
globally differentiable under sufficiently small timestep sizes,
ensuring consistently well-defined gradient information. To
underscore the practical utility of our simulator, we showcase
its applications over a row of robot co-design scenarios as
shown in Figure 1.

II. RELATED WORK

We review related works on robot co-design, differentiable
simulation, and contact mechanics.

a) Robot Co-design: Joint optimization strategies for
robot co-design have been developed to fine-tune both the
physical and geometric parameters, as well as controller pa-
rameters during testing, all aimed at achieving optimal task
performance. The automatic, joint optimization functional-
ity complements the semi-automatic, human-assisted design
pipeline [16, 17, 18] to form a complete robot design and
manufacturing workflow. Much of the existing research, such
as that by [7, 8, 10, 19, 20], has depended on gradient-
free, sampling-based methods. A significant limitation of these
approaches is their limited scalability. To reduce these costs,
Bayesian optimization [8, 10] has been used to model the
landscape of low-level objectives and to generate new samples
that minimize fitting errors. Additionally, Zhao et al. [7]
capitalized on the structural insight that open-loop articulated
robots have a tree-like topology, similar to the decision trees in
MCTS, enabling quick assessment and pruning of sub-optimal
design candidates. Despite these enhancements, sampling-
based algorithms struggle to scale beyond a few tens of
parameters.

On the other hand, gradient-based methods [6, 9, 21,
22] have only recently come into prominence. Thanks to
their efficient gradient evaluation algorithms, these methods
incur lower iterative costs and are capable of scaling to
high-dimensional decision spaces. Initial applications of these
methods [6] were confined to low-dimensional design spaces,
including variables such as robot link lengths and actuator
positions. More recent developments [9, 21] have broadened
the scope of these techniques, enabling optimization of more
complex robot link shapes. However, these advanced methods
still rely on mesh-based shape representations with the fixed
topology, which limit changes to minor geometric adjustments.

b) Differentiable Simulation: The realm of optimal con-
trol has witnessed substantial advancements through the adop-
tion of differentiable simulators. Their application scope has
rapidly broadened, encompassing control not only over low-
dimensional rigid bodies [23] and articulated bodies [24] but
also extending to the control of high-dimensional deformable
objects, such as elastic objects [25, 26, 27, 28, 29, 30],
fluids [31], cloth [32], and general multi-physics systems [33].
Furthermore, an increasing body of research has integrated
differentiable simulators into downstream end-to-end learning

algorithms to support various applications, including behavior
cloning [12], system identification [13, 34], and controller
optimization [11]. While these applications solely require a
simulator to be differentiable with respect to state and control
parameters, the field of co-design necessitates the calculation
of gradients with respect to link shapes.

Addressing this need, Xu et al. [9] expanded upon prior
work [35] by introducing additional design gradients using a
cage-based robot shape deformation model. While promising
results have been presented, their deformable model is based
on a mesh of fixed topology, which inherently does not allow
significantly shape changes such as modifications to the link
topology. We are also aware of the differentiable Material
Point Method (MPM) [11], which was originally used to
simulate soft robots, can be adapted to approximately simulate
rigid bodies by using a large stiffness. Using particle-based
representations, MPM can differentiate through large geo-
metric and even topological changes. Unfortunately, particle-
based representations are inherently incapable of representing
smooth and flat surfaces unless a dense set of particles is used,
making them rather inefficient for co-design applications.

Notably, despite claims of proposing differentiable sim-
ulators in previous research, none of these simulators are
rigorously differentiable concerning all input parameters. For
instance, some formulations, like those presented by Avila
Belbute-Peres et al. [23] and Werling et al. [36], incorporate
contact modeling using complementary constraints with non-
smooth transitions between contact modes. Although comple-
mentary constraints can be smoothened as shown in [37, 38],
these methods often require maintaining discrete contact points
for constraint instantiation, which can undergo non-smooth
variations due to the change of robot link shapes.

Complementing the works on differentiable simulators,
physics-constrained trajectory optimization [39, 40] formulates
the equations of motion as a set of (in)equality constraints,
which are enforced while optimizing high-level objective
functions. These methods are computationally more efficient
since they avoid the need for explicit constraint satisfaction
at every iteration and have been successfully applied to co-
design problems, as demonstrated in [41, 42]. However, these
techniques rely on additional mechanisms to ensure constraint
satisfaction, which are not guaranteed to succeed.

c) Contact Mechanics: Collisions and contacts play a
significant role in shaping various phenomena within robot
simulations, yet they also constitute a primary source of dis-
continuity and non-smooth behavior. The efficacy of collision
detection techniques is heavily reliant on the chosen geometric
representation. Among the two most prevalent representations
are volumetric distance field [43] and surface meshes [44],
both of which persist as fundamental components in state-of-
the-art differentiable simulators [9, 35, 45]. These techniques
identify points of penetration and employ penalty forces to
mitigate the depth of penetration. However, these discrete
collision points can undergo non-smooth transitions as the
shapes of robot links change. An alternative collision resolu-
tion approach revolves around complementary constraints [36],
a method well-known for its non-smooth characteristics. More-
over, a common challenge associated with these collision
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techniques arises when dealing with geometrically thin objects.
As they allow penetration between objects, simulators may
inadvertently bypass crucial collisions by tunneling through
thin objects.

Method Geometry Smooth Diff. Coll.-Free Topo.-Change

[9, 45] Mesh ✓ ✗ ✗ ✗
[28] Mesh ✓ ✓ ✓ ✗
[11] Particle ✗ ✓ ✗ ✓
Ours Convex Hull ✓ ✓ ✓ ✓

TABLE I: We compare different articulated body simulation
algorithms in terms of several features: the geometric rep-
resentation, ability to represent smooth and planar surfaces,
provable differentiability, provable collision-free guarantee,
and differentiability under topology changes (from left to
right). Our method is the first with a complete feature set.

In contrast, we are inspired by the interior point method [46,
47], wherein collisions are preemptively averted by intro-
ducing barrier functions to confine robots within collision-
free spaces. However, these techniques use mesh-based rep-
resentations with fixed topology for robot links, which offer
a less compact representation of robot designs. Instead, we
adopt a significantly more concise and expressive represen-
tation—namely, the union of convex polyhedrons in the V-
representation [14]. This representation permits alterations to
both the geometry and topology of robot link shapes using a
relatively smaller set of decision variables. We are aware of
a related recent work [48] that allows differentiable collision
detection between convex hulls. However, it is still unclear
how to incorporate such collision detector into the full pipeline
of contact handling as required by dynamic simulations, which
is the goal of our work. In summary, by comparing the features
of different algorithms in Table I, we highlight that our method
is the first algorithm with a complete feature set.

III. PROBLEM DEFINITION

In this section, we introduce the general framework of robot
co-design using the novel design space proposed in Deng et al.
[14] as illustrated in Figure 2. Then in Section IV, we propose
our robot simulator tailored to this design space.

A. Robot Co-design

We denote the robot design as parameterized by a set of
continuous variables represented as d. Furthermore, we assume
the existence of a convex design space denoted as D, where
only values of d ∈ D correspond to valid robot designs. We
maintain the assumption that the robot’s number of degrees
of freedom, i.e. the dimension of configuration space, remains
invariant with respect to the robot’s design. At each discrete
time step t, the kinematic state of the robot is represented as
the vector θt. Additionally, the robot is under the control of
a parameterized signal ut at time step t. With these notations
in place, our simulator is defined as the following function
θt+1 = f(θt, θt−1, ut, d), where the first two parameters rep-
resent the robot’s kinematic state at two distinct time instances,
combining to describe its dynamic state. Note that we assume

θt+1 is a function of form θt+1(ut, ut−1, · · · , d), but we use
the abbreviation for brevity. The overarching objective of robot
co-design is to optimize both controller and design parameters
through a joint optimization of a loss function L(θH) over a
trajectory of H time steps: argmind∈D,c∈CL(θ

H), where we
assume that our control policy is represented as a differentiable
function ut = π(θt, θt−1, t, c), which is parameterized by
another set of continuous parameters c, and it operates within
a convex control space denoted as c ∈ C. The co-design op-
timization process is guided by a terminal-state differentiable
cost function that estimates the quality of task completion. To
solve this co-optimization, we employ the standard projected
gradient method [49]. In the next section, we introduce a
design space that strikes a balance between compactness and
expressiveness, enabling us to make modifications to both
the geometry and topology of robot links. Building upon
this versatile design space, our subsequent goal is to craft a
contact-aware robot simulator function, f , which demonstrates
provable differentiability concerning all of its parameters. We
refer to this as the SDRS simulator.

B. Design Space Parameterization

The design of robots integrates several aspects, such as joint
parameters, joint limits, and motor thrusts. Previous studies
such as [9] have demonstrated that articulated body simulators
are differentiable with respect to these features. We primarily
focus on the parametrization of robot link shapes. Drawing
on recent advances from Deng et al. [14], we model the ith
robot link as a combination of N smoothed convex poly-
hedrons, each defined within a reference frame and denoted
as Hi1, · · · , HiN . Each polyhedron is characterized by a V-
representation, defined by the convex combination of a set
of M vertices: Hij ≜ CH(x1

ij , · · · , xM
ij ), where CH denotes

the convex hull operation. This parametric method not only
retains compactness but also offers extensive expressiveness,
effectively capturing a wide range of shapes with diverse
geometry and topology. Further, the SDRS allows for the
adjustment of the attachment point between the ith joint
and its parent joint, denoted by λ(i), with the attachment
point represented as x

λ(i)
i . This results in the design space

of dimension |d| = 3#(NM + 1) with # being the number
of links.

x
λ(i)
i

Fig. 3: The constraint to en-
sure that the attachment point
x
λ(i)
i overlaps both links.

As a potential problem,
permitting the vertices to
move freely may result in
disconnected robot links.
To address this issue,
we introduce connectivity
constraints. Specifically,
for a pair of polyhedrons,
Hij and Hik, connectivity
is ensured by introducing
an auxiliary vertex xijk

and requiring that xijk is a
common vertex shared by
the two convex hulls. All imposed constraints are convex and
consistent with our assumptions regarding D. Similarly, we
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Fig. 2: We illustrate the co-design problem of a robot arm
trying to reach a target apple, with the robot’s configuration
space being the 3 joint angles (red). We first represent each
robot link shape as a set of (possibly overlapping) convex
polyhedrons (middle), e.g. using V-HACD, where we use
different colors for different rigid bodies. A connectivity
constraint denoted as xijk is introduced for each pair of
overlapping convex polyhedrons (red). Our SDRS is a differen-
tiable robot simulator tailored to the convex-polyhedron-based
representation, where we can differentiate with respect to the
polyhedron vertices. Such representation allows both geometry
and topology changes by continuously modifying the vertices,
e.g. to drill a hole in the middle of the brown link (right).

ensure that the ith link is connected to its parent by requiring
that x

λ(i)
i is located within some convex hull encompassing

both the ith and λ(i)th links as shown in Figure 3. Practically,
users may supply mesh-based link representations, which we
convert to our parametric form using approximate convex
decomposition [50]. We then insert connectivity constraints
between each pair of initially overlapping convex hulls, as
well as between the convex hulls of the ith and λ(i)th links
containing the attachment point.

IV. SDRS FORMULATION

In this section, we develop a collision-free robot simulator
under minimal coordinates, which is tailored to the convex-
polyhedron-based representation. We first delve into position-
level articulated body dynamics in Section IV-A, which
is formulated as an unconstrained optimization with twice-
differentiable objectives. In Section IV-B, we then present a
novel formulation of differentiable contact mechanics between
convex polyhedrons, and we extend it to handle frictional
damping in Section IV-C. Finally, we discuss the simulation al-
gorithms and the derivative evaluation scheme in Section IV-D

A. Position-level Articulated Dynamics

For now, we omit the collisions and contacts and elucidate
the dynamics of the articulated body using a position-level
formulation as outlined in [51], which is a special form
of physics simulation under generalized coordinates [52]. It
is known that a position-level formulation can rigorously
preserve collision-free properties [47, 53] via a well-defined
barrier energy function, which in turn leads to our desired
property of provable differentiability. We begin by formulating
the forward kinematic function of the ith link. The transforma-

tion from reference to world space for this link can be defined
recursively as:

Ti(d, θ) ≜ Tλ(i)(d, θ)

(
Rd

i (d) t
d
i (d)

0 1

)(
Ri(θ) ti(θ)
0 1

)
, (1)

where Tλ(i)(d, θ) is the transformation of the parent link,
Rd

i (d) and tdi (d) define the design-dependent local trans-
formation of attachment points of the ith link in λ(i)th
reference frame, and finally Ri(θ) and ti(θ) represent the joint
transformation of the ith link. For the sake of brevity, we
have omitted the timestep index and we denote x as the 4D
homogeneous coordinates so that Ti(d, θ)x is the transformed
coordinates in world space. Position-level dynamics hinges on
the measurement of velocity in Euclidean space rather than
configuration space. Specifically, we compute the acceleration
of a local point x on ith link as follows:

ẍ ≜
1

∆t2
[
Ti(d, θ

t+1)− 2Ti(d, θ
t) + Ti(d, θ

t−1)
]
x, (2)

where ∆t represents the timestep size. Note that we have
employed a first-order finite-difference approximation for ac-
celeration, which suffices for our specific application. How-
ever, higher-order approximations are also available for those
seeking enhanced accuracy.

If we define U(•) as the world-space conservative potential
energy density, we can formulate position-level dynamics as
the following unconstrained minimization:

θt+1 = f(θt, θt−1, ut, d) ≜ argmin
θt+1

∑
ij

Iij(d, θ
t+1, θt, θt−1, ut)

Iij ≜
∫
x∈Hij(d)

ρij(x)

[
∆t2

2
∥ẍ∥2 + U(Ti(d, θ

t+1)x, ut)

]
dx,

(3)

where ρ(x) represents the mass density of the robot link.
As shown in [51], the above integral can be computed for a
fixed robot design by pre-computing inertial-like tensors. As
a remarkable feature of [51], the bilinear term describing the
centrifugal and Coriolis forces can be absorbed into the above
integral, inducing a concise expression of time integration
and differentiation. However, when dealing with a changing
integration domain, Hij(d), this pre-computation is no longer
feasible. Instead, we make the assumption that the mass of the
robot link is evenly distributed among the convex hull vertices,
i.e., ρij(x) =

∑M
m=1 ρδ(x−xm

ij ), where δ represents the Dirac
delta function. This allows us to simplify the integral to the
following summation:

Iij ≜ ρ
M∑

m=1

[
∆t2

2
∥ẍm

ij∥2 + U(Ti(d, θ
t+1)xm

ij , u
t)

]
. (4)

The position-level dynamics framework is highly versatile
and can accommodate various external and internal force
models by adding additional energy terms, U(•), where we
further require U(•) to be a smooth function. In particular,
we are interested in applying control signals using a stable-
PD controller [54]. In this context, the control signal is defined
by a desired target robot position θt+1

⋆ and velocity θ̇t+1
⋆ , and

we define it as: ut =
(
θt+1
⋆ , θ̇t+1

⋆

)
. The stable-PD controller

is specified by adding the following controller-energy term:

Upd(θ
t+1, θt, ut) ≜ kp∥θt+1

⋆ − θt+1∥2 + kd∥θ̇t+1
⋆ − (θt+1 − θt)/∆t∥2, (5)

where kp and kd are the position and velocity gains, respec-
tively.
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B. Contact Mechanics for Convex Polyhedrons

Moving forward, we address the intricate aspects of (self-
)collisions and contacts within our approach. Note that rigid
body simulations using convex polyhedral shapes is a common
practice in real-time simulators [55], but these methods need
to explicitly detect and manage contact points, rendering
them less amenable to differentiation. Our methodology draws
inspiration from the interior point method [46, 47]. These
techniques introduce a barrier energy function denoted as
Uc(•) into the numerical optimizer, a function defined ex-
clusively within the collision-free domain. Moreover, these
barrier energies can be intentionally designed to possess suffi-
cient smoothness, rendering them amenable to differentiation.
However, a challenge arises when applying this approach to
our representation of robot shapes. Indeed, contacts can occur
not only between vertices but also faces and edges. With the
shape changes of convex polyhedrons, these face-wise or edge-
wise contacts can dynamically appear or vanish, leading to
non-differentiable singular configurations.

We propose an alternative barrier energy formulation be-
tween a pair of convex polyhedrons, Hij and Hi′j′ , that
is inspired by separating hyperplane theorem, which was
previous used to handle contacts for UAV swarms in [15].
This theorem claims that, when two convex shapes exhibit no
penetration, a separating plane, denoted as p ≜

(
n, o

)
∈ R4,

exists such that Hij and Hi′j′ reside on opposite sides of
p [56], which can be formally modeled through the following
set of constraints:

∥n∥ = 1 ∧ ∀m = 1, · · · ,M :

{
pTTi(d, θ)x

m
ij ≤ 0

pTTi′(d, θ)x
m
i′j′ ≥ 0

, (6)

where n ∈ R3 is the normal of plane and o ∈ R is the
offset. Notably, the first constraint ensures that the separating
plane is well-defined with a unit-normal. Regretfully, the unit-
normal constraint is non-convex and can incur significant
difficulty in numerically satisfying Equation 6. To resolve this
problem, Hönig et al. [15] replaced the unit-normal constraint
with the convex constraint, ∥n∥ ≤ 1, which is widely used
in the Support Vector Machine (SVM) [57] to equivalently
ensure the separation of convex sets [58].

xij xi′j′

p

no

Fig. 4: The separating hyper-
plane (dashed) between a pair
of convex polyhedrons with
normal n (red). The closest
distance (red) between them is
realized by xij and xi′j′ .

Building upon the
principles of the interior-
point method, we formulate
the aforementioned
constraints as a smooth
barrier function. Li
et al. [47] proposed
the clamped log-barrier
function that is locally
supported in (0, s) where
s is the user-selected
support size. Instead,
we use the function of
Ps(x) = (x − s)4/x51(x < s) with 1(x < s) being the
indicator function that takes value 1 if and only if x < s. Ps

has the similar property but is convenient for our analysis,

and we derive the following contact potential for the pair of
convex polyhedrons:

U ij,i′j′

c⋆ (d, θ, p) ≜ Ps(1− ∥n∥)+
M∑

m=1

[
Ps(−pTTi(d, θ)x

m
ij ) + Ps(p

TTi′(d, θ)x
m
i′j′ ])

]
.

(7)

Our contact potential effectively circumvents the need to
identify face-wise or edge-wise collisions by consolidating
energies directly into the vertices of the convex hulls, which
are directly mapped to our parameter space. Note that the
definition of U ij,i′j′

c⋆ remains under-determined, as it relies
on the additional separating plane p. To resolve this issue,
we consider the separating plane as an auxiliary physical
entity characterized by zero mass as shown in Figure 4.
Consequently, its presence exerts a negligible influence on
other physical entities, so the entity is treated as a force and
torque conductor between the two objects in contact. Since
p possesses zero mass, it must experience zero force and
torque, as any non-zero force or torque would result in infinite
acceleration. This idea has been adopted to analyze several
physical phenomena in special cases [59, 60]. However, as far
as we know, this is the first time that the idea of virtual objects
is adopted to derive a complete contact model. We observe
that the only potential energy associated with p is the contact
energy, so that p must constitute a local minimum of U ij,i′j′

c⋆ ,
yielding a well-determined barrier potential: U ij,i′j′

c (d, θ) ≜
minp U ij,i′j′

c⋆ (d, θ, p) and we define the optimal separating
plane as p⋆. In our Section VII, we show that U ij,i′j′

c is a
well-defined, twice-differentiable contact potential that strictly
prevents any intersections between the pair of polyhedron.

Our contact potential is amenable to efficient computations.
As a first step, we can construct a Bounding Volume Hierarchy
(BVH) for all the convex polyhedrons and U ij,i′j′

c only takes
non-zero values when the distance between Hij and Hi′j′ is
less than 2s/(1−s) (see Section VII). By bulging each bound-
ing box by this distance, we can accelerate energy evaluations
by pruning non-overlapping pairs. When two bounding boxes
overlap, we then use the GJK algorithm [61] to compute the
exact distance between the two polyhedrons, along with the
pair of points xij and xi′j′ realizing the smallest distance. If
the energy can be non-zero, we initialize the separating plane p
to be the middle orthogonal plane between xij and xi′j′ . Next,
we use the Newton’s method to find the globally optimal p
to compute U ij,i′j′

c . Finally, the derivatives of our formulated
contact potential can be derived using the (high-order) implicit
function theorem.

C. Frictional Contact Mechanics
Expanding our contact model to incorporate frictional forces

presents a unique challenge that necessitates a novel for-
mulation. Prior simulators have traditionally employed point-
wise Coulomb’s frictional models, whereas our contact model
operates between convex hulls and does not explicitly identify
contact points. To bridge this gap, we once again turn to
the separating plane, denoted as pt⋆ =

(
nt
⋆, n

t
0⋆

)
, where the

superscript indicates the separating plane computed at the tth
timestep.
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Tix
m
ij BTix

m
ij

ω

u

Fig. 5: We assume the sep-
arating plane is moving at
an in-plane angular speed of
ω and linear speed of u.
Each vertex Ti(d, θ

t)xm
ij is

projected onto the plane as
Bij,i′j′Ti(d, θ

t)xm
ij , to com-

pute the relative velocity.

Modeled as a physical en-
tity with zero-mass, we make
the assumption that the sep-
arating plane is undergoing
tangential motion with a lin-
ear speed of u ∈ R2 and
an angular speed of ω ∈ R.
Instead of introducing fric-
tional forces between the two
convex hulls, we propose
a novel approach illustrated
in Figure 5: introducing fric-
tional forces between each
vertex of the convex hull and
the separating plane. For in-
stance, considering xm

ij as an
example, the normal force
exerted on it at the tth timestep is defined as:

fm
ij,⊥(d, θ

t) ≜ − ∂U ij,i′j′

c

∂[Ti(d, θt)xm
ij ]3

= P ′
sn

t
⋆, (8)

where we use [•]3 to extract the first 3 rows of homogeneous
coordinates. A similar formula is applicable to the force on the
other polyhedron, fm

i′j′,⊥. We introduce the notation for the
tangent space basis of the separating plane: Bij,i′j′(d, θt) ∈
R3×2. Subsequently, we approximate the tangential velocity
of xm

ij using a first-order finite difference as follows:

ẋm
ij,∥ ≜

1

∆t
[Bij,i′j′ ]T [Ti(d, θ

t+1)xm
ij − Ti(d, θ

t)xm
ij ]3. (9)

Leveraging the separating plane, we can calculate the tangen-
tial velocity of the plane at the projected point of xm

ij . This is
defined as:

ṗmij,∥(u, ω) ≜ ω[Bij,i′j′ ]T [nt
⋆ × [Ti(d, θ

t)xm
ij ]3] + u. (10)

The first and second terms above arise from tangential rotation
and translation, respectively. Armed with this information, we
can employ Coulomb’s frictional law at the point-wise level
and derive an equivalent expression for the frictional force
acting on xm

ij as follows:

fm
ij,∥ ≜ −µ∥fm

ij,⊥(d, θ
t)∥Bij,i′j′ ẋm

ij,∥ − ṗmij,∥√∥∥∥ẋm
ij,∥ − ṗmij,∥

∥∥∥2 + ϵ

, (11)

with µ being the frictional coefficient. fm
ij,∥ can be equivalently

expressed in the following conservative form:

Dm
ij (d, θ

t+1, θt, u, ω) ≜ µ∆tAϵ(f
m
ij,⊥(d, θ

t))

√∥∥∥ẋm
ij,∥ − ṗmij,∥

∥∥∥2 + ϵ, (12)

where we define Aϵ(x) ≜
√
∥x∥2 + ϵ −

√
ϵ and introduce a

small constant ϵ to enforce smoothness as proposed in [37],
which suffices for our co-design applications. Smoothing func-
tion for more accurate static-sliding mode switching [47] can
also be used to replace the function

√
∥ • ∥2 + ϵ in our formu-

lation, which follows an identical differentiability analysis as
in our Section VIII. We denote U ij,i′j′

f⋆ ≜
∑

m[Dm
ij +Dm

i′j′ ] as
the frictional-damping energy, which allows us to integrate the
frictional force seamlessly into the unconstrained optimization
framework. Notably, we rely on the magnitude of the normal

force and the normal vector of the separating plane from the
tth timestep to predict the frictional force at the t+1th timestep
as proposed in [47]. Although a more advanced approach
in [62] has been proposed to iteratively estimate the normal
and frictional forces at the t+1th timestep, the convergence of
such iteration is not well-studied, complicating our subsequent
differentiability analysis. Our evaluation shows that using the
separating plane from the tth timestep is sufficiently accurate
when operating with a small timestep size ∆t.

In a similar manner to the normal contact forces, our
frictional-damping energy remains under-determined due to
the involvement of the separating plane’s velocity parameters,
u and ω. To resolve these parameters, we invoke the Maximal
Dissipation Principle (MDP), which asserts that an appropriate
frictional force should maximize the dissipation of tangential
velocity. Since our frictional-damping energy quantifies the
magnitude of tangential relative velocity, the MDP immedi-
ately implies that u and ω correspond to local minima of
the frictional-damping energy. In light of these considerations,
we define the following well-determined frictional-damping
energy for a pair of convex hulls, Hij and Hi′j′ :

U ij,i′j′

f (d, θt+1, θt) ≜ min
u,ω

U ij,i′j′

f⋆ (d, θt+1, θt, u, ω). (13)

It can be shown that our frictional potential is well-defined,
twice-differentiable, and imposes opposing forces on the two
convex polyhedrons (see Section VIII). Unfortunately, our
formulation does not impose opposing torques on the two
convex polyhedrons. Instead, it only preserves the in-plane
components of the torque. This is a an issue inherited from
the potential-energy-based contact models such as [47], where
the two contacting objects are not exactly touching each other,
but a small margin is left in between. With these elements in
place, we can now present the comprehensive formulation of
the SDRS simulation function f . This function is structured as
an unconstrained optimization, and it is expressed as follows:

θt+1 ≜ argmin
θt+1

O(d, θt+1, θt, θt−1, ut) ≜
∑
ij

Iij(d, θ
t+1, θt, θt−1)+

UPD(θ
t+1, θt, ut) + µ

i̸=i′∑
ij,i′j′

[
U ij,i′j′

c (d, θt+1) + U ij,i′j′

f (d, θt+1, θt)
]
.

(14)

Notably, we require i ̸= i′, i.e., we exclusively examine
collisions between convex hulls originating from distinct robot
links. This allows for each robot link to be represented by the
(potentially overlapping) combination of convex hulls.

D. Forward Simulation & Backward Derivative Evaluation

To tackle the optimization problem represented by Equa-
tion 14 for forward simulation, we employ a conventional
Newton’s method paired with a line-search globalization tech-
nique. This approach guarantees that the solution consistently
reduces the objective function, thereby ensuring collision-free
robot states throughout the simulation. For each timestep in
the simulation, we initiate the optimization process by setting
θt+1 ← θt. That said, we emphasize that our method can only
guarantee that the simulator is collision-free at discrete time
instances θt, θt+1, · · · , but we cannot ensure that the robot
motion is collision-free during the motion between θt, and
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θt+1, which requires a continuous collision checker coupled
with the line-search scheme. Unfortunately, prior works [63,
64] on Continuous Collision Detection (CCD) can only be
adapted to linear or rigid motions, which are incapable of han-
dling more general articulated motions owing to our nonlinear
forward kinematics function Ti(d, θ

t). The recently proposed
affine body dyanamics [53] can be incorporated to truly
achieve continuous-time collision-free properties. However,
this method can significantly complicate our implementation
so we choose not to incorporate it. In practice, we have never
observed any tunneling artifact due to our small timestep. After
the forward pass, we evaluate the derivatives using the adjoint
method. In our Section IX, we show that the entire function O
is globally twice-differentiable. As a result, it has well-defined
derivatives by the implicit function theorem, under sufficiently
small timestep sizes.

V. EVALUATION

Substep Percentage

U ij,i′j′

c 30.51%
U ij,i′j′

f 36.89%
Backward 30.85%

Other Steps 1.75%

TABLE II: Time breakdown
per-iteration on average.

We have implemented
our method using C++
with Python interface,
where we use OpenMP to
parallelize the update of
bounding volume hierarchy
and evaluation of the contact
potential terms U ij,i′j′

c,f .
During the evaluation of
each term, we use Newton’s
method to solve the internal
small-scale optimization with respect to p and

(
u, ω

)
for

U ij,i′j′

c and U ij,i′j′

f , respectively. These internal optimizations
are solved until the norm of the gradient (∥∇pU

ij,i′j′

c⋆ ∥ or
∥∇u,ωU

ij,i′j′

f⋆ ∥) is less than 10−8 before the energy values
and derivatives can be evaluated using the implicit function
theorem. We further warm-start these internal optimizations
using the solution from the previous iteration, as long as these
initial guesses do not lead to undefined values of U ij,i′j′

c , in
which case we recompute the distance between convex hulls
using GJK and initialize the separating plane p from the
middle surface. For the SDRS optimization (Equation 14),
we use explicit eigen decomposition to factorize the Hessian
matrix of O and we adjust the eigenvalues to be larger than
10−3 to ensure descendant directions are computed. Thanks
to the use of reduced coordinates, the |θ|× |θ| Hessian matrix
is rather small, making direct eigen decomposition possible.
We terminate the optimization when ∥∇O∥∞ < 10−4(N).
Note that ∇O has the same unit as force, so our termination
condition implies that at most 10−4N of force is left
unconsidered and not converted into acceleration. For solving
the co-design problem defined in Section III-A, we use
the adaptive moment estimation (Adam) method [65]. We
incorporate our simulator as an operator in the PyTorch
framework [66] and we use a highly optimized routine for
evaluating the derivatives of our simulation function using the
adjoint method. During each co-design optimization, we first

compute the derivative ∇d,cL(θ
H) and then update

(
d, c
)

via:

argmin
c+∆c∈C
d+∆d∈D

L(θH) + ∆dT∇dL(θ
H) + ∆cT∇cL(θ

H)

s.t. ∥∆d∥ ≤ ᾱd ∧ ∥∆c∥ ≤ ᾱc,

(15)

where ᾱd and ᾱc are hyper-parameters defining the learning
rate for robot design and controller. The above optimization
is convex and we solve it efficiently using CVX [67]. All the
experiments are performed on a desktop machine with Intel
Core i9-13900K CPU and 128GB memory.

Fig. 6: Simulated frames of four rotating chains using mesh-
based (left) and our convex-polyhedron-based shape represen-
tations (right), where we use [47] as the potential energy for
mesh-based representation.

Fig. 7: We illustrate the two settings for one example. Our
method uses a separating plane (blue) to formulate con-
tact potential under a convex-polyhedron-based representation,
while under a mesh-based representation, contact potential is
formulated via distance between geometric primitives (red).
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Fig. 8: We compare the evaluation cost of the contact potential
(U ij,i′j′

c ) and the frictional damping potential (U ij,i′j′

f ) in these
two cases.
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A. Performance Evaluation
We evaluate our method in a row of benchmark problems. In

Figure 6, we evaluate the computational cost. We simulate four
rotating chains causing a large number of (self-)intersections.
Each chain has # ball joints each having 2 degrees of freedom,
totalizing |θ| = 4×2×# degrees of freedom. The simulation
is conducted using two methods, with mesh-based and our
shape representations based on convex polyhedrons. Under
mesh-based representation, we use the (frictional) contact
potentials proposed in [47] to replace our U ij,i′j′

c,f . The per-
timestep cost of both methods are plotted against # in Fig-
ure 9. The performance breakdown is summarized in Table II.
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Fig. 9: The per-timestep cost
of both methods are plotted
against the number of links in
each chain.

Our major bottleneck lies
in the valuation of potential
computation and the back-
ward differentiation. Thanks
to the use of minimal coor-
dinates, the dimension of our
configuration space is rather
low and the system matrix in-
verse in the Newton’s step is
fast to compute, whose over-
head is neglectable (1.75%
in Table II). Our contact po-
tential is faster to evaluate than [47] as shown in Figure 8,
although our potential takes a more complex form as illustrated
in Figure 7. This is because, for two convex hulls each with
M vertices, our potential U ij,i′j′

c only involves O(2M) terms,
while O(M2) terms are needed in the worst case under a
mesh-based representation, one for each pair of geometric
primitives. We generate random convex hulls with different
number of vertices and plot the cost of computing U ij,i′j′

c

in Figure 7. Our potential evaluation can be 2.55 − 32 times
faster than one using mesh-based representation.

B. Comprehensive Derivative Information
In Figure 10, we show that SDRS can provide derivatives

with respect to various design and control variables. We
initialize three 8-link chains, where only the left (gray) chain
is actuated and the two right chains are passive. We use an
1D translational actuator for the horizontal base position of
the left chain. The goal of control is to have the left chain
reach the (red) target point. We parameterize the control signal
using a cubic spline with its 4 coefficients being the controller
parameters, with an entire horizon of H = 250. In addition,
we include the attachment points of each link on the left
chain as additional 8 design variables, while relying on the
shared vertices xijk to keep the chain connected. As shown
in Figure 10 (right), our co-design can significantly outperform
pure controller optimization by elongating the chain to reach
the target point, taking 16.63 (min) to converge. Indeed, our
co-design can further decrease the loss function by 98.5% and
our optimized chain reaches the red target with an error around
0.2 times the link length.

C. Benchmark: Quadruped Locomotion
We illustrate our first benchmark in Figure 11, where we

optimize the motion of a 9-link spider robot with 16 degrees

of freedom walking on a 15◦-sloped ground. We use a set
of parameters ᾱc = 3e−1, ᾱd = 4e−3, and H = 550.
The goal of optimization is to have its center-of-mass reach
a target position by setting the loss function as R(θH) =
−∥COM(θH)−(10 cos(15), 0, 10 sin(15))∥2, where the COM
is initially at (0, 0, 0) and −z is the gravitational direction.
Our controller is parameterized in a similar way as in [11],
by setting the PD-controller’s position target θt⋆ to be a linear
combination of 4 sine waves with learnable magnitudes, phase
shifts, and frequency. We further set the derivative target θ̇t⋆
to be the time-derivative of these sine waves. We set the
PD gains to be kp = 1e2 and kd = 1e1. During the co-
optimization stage, we focus solely on optimizing the shape
of the robot’s 4 feet. Each robot foot has an initial 96 vertices,
and using V-HACD, we represent each foot using 3 convex
polyhedrons. The convergence history of the optimization with
and without shape co-optimization is plotted in Figure 11, both
taking 4 (min) to converge, where the version with shape co-
optimization further increases the spider’s walking distance by
8.78% from 4.90 to 5.33. Our improvement in this benchmark
is due to the shape co-optimization that deforms the robot foot
to have a flat and larger contact surface (Figure 11 bottom
right), leading to larger tangential friction force that propels
the robot to move forward.

We further compare our approach with Xu et al. [9] on this
benchmark, which assumed that the robot shape is controlled
by a cage mesh. As they use mesh-based (MB) simulator,
we use IPC [47] to handle contact and friction. We use same
task settings and simulator configuration as in our approach,
to ensure that both simulators will generate nearly identical
trajectories under the same PD signal and exhibit nearly
identical performance when only controllers are optimized. For
fairness, we tune the resolution of the cage used in Xu et al.
[9] to have a same number of vertices as those in our method.
The convergence history of the optimization with and with-
out shape co-optimization with fine-cage mesh-based method
is plotted in Figure 11, where the version with shape co-
optimization further increase the spider’s walking distance by
8.16% from 4.90 to 5.30. We observed that the improvements
achieved by mesh-based methods are comparable to those of
our approach, which is expected since this benchmark does
not demand significant shape changes. However, a notable
difference emerges in the optimized leg shape. As shown
in Figure 11, both methods attempt to expand the spider’s end
effector to increase the contact surface. However, the mesh-
based technique introduces additional notches and wedges that
are less suitable for fabrication. In contrast, our approach
enables convenient adjustment of local details by moving
vertices in or out of the convex polyhedra, effectively resolving
these artifacts.

D. Benchmark: Bipedal Locomotion

In Figure 12 and Figure 13, we optimize the motion of
a 7-link bipedal robot with 12 degrees of freedom walking
on the ground. In this benchmark, the initial shape of the
robot’s foot are not well-designed. They are relatively short
in length and have smooth contact surfaces with the ground.
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Fig. 10: We optimize the attachment points and link-lengths of a 8-link chain to reach a target red point (bottom right). From
left to right: The initial configuration of two chains; the optimized chain with elongated links; the simulated sequence of the
chain reaching the target red point; and the convergence history of the benchmark with and without co-design.
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Fig. 11: Top row: We show the original spider leg shape (left)
and the convergence history (right). Bottom row: We show
optimized leg shape with our approach (left) and mesh-based
(MB) method (right). The shape of end-effector is highlighted
to the left, which shows that mesh-based method creates
unnecessary notches and wedges.

Fig. 12: From left to right, we show the original bipedal foot
shape, optimized foot shape using mesh-based methods with
coarse cages and fine cages.

Therefore, solely optimizing the controller is insufficient to
maintain passive balance for the robot during walking. We
use a different set of parameters R(θH) = −∥COM(θH) −
(0, 3, 0)∥2, H = 400, ᾱc = 1e−2 and ᾱd = 4e−3, where
the COM is initial at (0, 0, 0) and −z is the gravitational
direction. We set the PD gains to be kp = 1e3 and kd = 1e2.
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Fig. 13: We show optimized bipedal foot shape with our
approach (left) and the convergence history (right).

During co-optimization, we confine our design space to the
shape of the robot’s 2 feet, along with controller parameters.
Each robot foot has 96 vertices. Using V-HACD, we represent
each foot using 3 convex polyhedrons. We compare our
method with Xu et al. [9], where we experiment with two
resolutions of an axis-aligned case. According to their original
paper, we first experimented with a coarse cage having 26
vertices. For fairness, we also increase the cage resolution
to have 96 vertices, matching the degree of freedom used
in our method. As illustrated in Figure 12, the coarse cage
cannot effectively deform the feet shape to maintain balance,
while the fine cage can slightly deform the feet. Instead, our
approach in Figure 13 significantly deforms the robot’s feet,
creating rough protrusions, increasing the length of the feet,
and generating flat contact with the ground, enabling the robot
to easily maintain balance even when walking with an open-
loop controller. The convergence history of co-optimization
using various methods are plotted in Figure 13 (right).
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Fig. 14: Our benchmark requires a single-jaw gripper to grasp
an X-shaped object. Our co-optimization (left) change the
gripper’s topology by creating a hole to secure the object,
while the mesh-based method (middle) failed to grasp the
object. We show the convergence history of the benchmark
using our approach and mesh-based method (right).



IEEE TRANSACTIONS ON ROBOTICS 10

Fig. 15: A comparison of the two techniques in optimizing
the single-jaw gripper. Our co-optimization (left) change the
topology of original gripper shape, creating a hole to form
a firm grasp of the object. Co-optimization by mesh-based
method using fine cages (middle) generate local concavity.
Coarse cages (right) exhibit global deformation and fail to
generate useful local deformations.

E. Benchmark: Single-Jaw Gripper

We highlight the capability of our design space to handle
topological changes. In Figure 14, we optimize the motion
and shape of a single-jaw gripper to grasp an X-shaped
object placed on the ground. The gripper has 1 link with
6 degrees of freedom and the object also has 6 degrees of
freedom. We set H = 480, ᾱc = 5e−2 and ᾱd = 2e−3.
We divide the grasping process into four stages. The first
stage involves lowering the gripper to the appropriate position.
In the second stage, the gripper approaches and grasps the
object. The third stage involves adjusting the gripper to its
initial orientation. Finally, in the fourth stage, the gripper
is raised to a target position. During the first two stages,
we define a penalty function L(θH) = ∥COMobject(θ

H)∥2
with the object’s center of mass initialized at zero, aiming to
keep the object staying still when the gripper approaches and
from a firm grasp. During the last two stages, we penalize
any relative motions between the object and the gripper:
L(θH) = ∥COMobject(θ

H) − COMgripper(θ
H)∥2. Clearly,

regardless of individual controller optimization efforts, the
initial gripper will fail to grasp the object successfully due to
the lack of a well-designed mechanism to secure the object,
meaning that co-optimization is necessary. We extensively
compared the performance of our approach against the mesh-
based method [9] using coarse and fine cages in Figure 15.
The initial gripper has 1538 vertices uniformly distributed.
Our coarse cages use only 98 vertices, and as usual, we use
1538 vertices for the fine cage for fairness of comparison.
We find that the mesh-based method using fine cages can
optimize a groove on the gripper that could be used to secure
the object. However, due to the low friction coefficient, the
object still cannot be successfully grasped. Instead, the mesh-
based method using coarse cages struggles to generate large
deformations conducive to grasping the object. Finally, none
of these mesh-based methods can induce topological changes
to help solve this task. In contrast, our method allows for
the optimization of the gripper’s topology. We evenly divide
the gripper into 156 convex blocks, which brings a vertex
count similar to that of the mesh-based method. Our method

carefully drills a hole on the gripper for one handle in the
X-shaped object to pass through and be locked in place,
enabling successful object retrieval even with a lower friction
coefficient. The convergence history is plotted in Figure 14,
where our method takes around 55 (min) to converge.

Fig. 16: The results of successfully grasping 4 different objects
with a parallel-jaw gripper optimized using our approach,
inducing both topological and geometric shape change.

Fig. 17: The grippers optimized with mesh-based methods
using coarse cages (left) and fine cages (right) both fail to
grasp certain objects.

F. Benchmark: Universal Parallel-Jaw Gripper

In Figure 16, we use our method to optimize the shape
of a parallel-jaw gripper to grasp a set of four different
objects and reach the target position located in random ori-
entation. The gripper has 3 links and 5 degrees of freedom,
and for this benchmark, we use a preset parameterization
of the controller. Specifically, we fix the pose of the closed
gripper, denoted as θ⋆, and we set all the position target
θt⋆ = θ⋆ throughout the trajectory. Our design goal is to
have the gripper firmly grasp each objects by penalizing any
relative motions between the ball and the gripper: L(θH) =
∥COMobject(θ

H) − COMgripper(θ
H)∥2. In each iteration, the

gripper sequentially grasps 4 objects and reaches a randomly
assigned target position, and we optimize these 4 trajectories
collectively. Due to a low friction coefficient, none of these
objects can be grasp successfully using initial gripper shape.
We run iterations of Adam with a horizon of H = 180 for
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each trajectory and the learning rate ᾱd = 5e−3. When using
our approach, we decompose each jaw into 156 convex blocks.
We find our optimization leads to both geometry and topology
changes of the gripper. These changes, allow the complex
shapes of all 4 objects to fit tightly into the dents of the gripper
and form firm grasps. Meanwhile, mesh-based methods using
neither coarse cages nor fine cages can grasp all these objects,
the failure cases are shown in Figure 17 and the convergence
history is summarized in Figure 18.

G. Benchmark: Three-Fingered Hand

In Figure 19, We optimized the shape of a three-fingered
robot gripper to grasp 3 different objects and reach the target
position located in any orientation. The gripper has 6 links
and 6 degrees of freedom. Using V-HACD, we represent
each link using 4 convex polyhedrons. In each iteration, the
gripper sequentially grasps 3 objects and reaches a randomly
assigned target position, while we optimize these 3 trajectories
collectively. We run iterations of Adam with the horizon
H = 200 for each trajectory and the learning rate ᾱd = 1e−3.
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Fig. 18: The convergence his-
tory of optimizing the parallel-
jaw gripper using various
methods.

Specifically, we fix the pose
of the closed gripper, denoted
as θ⋆, and we set all the posi-
tion target θt⋆ = θ⋆ through-
out the trajectory with PD
gains being kp = 3e2 and
kd = 3e0. For each target
position, we then move the
base of the gripper to that
target position, so there are
no control parameters. Our
design goal is to have the
gripper firmly grasp each ob-
jects by penalizing any relative motions between the ball and
the gripper: L(θH) = ∥COMball(θ

H) − COMgripper(θ
H)∥2.

We compare our approach with mesh-based method with fine
cages. The convergence history of this benchmark is summa-
rized in Figure 19. We found that both methods performed
well in this benchmark and our approach takes around 500
iterations to converge, while mesh-based method takes 400
iterations. Again, this is not surprising because the optimized
gripper shape does not require topological changes. However,
the optimized shape using mesh-based method has some
thin structures that are less suitable for manufacturing. This
is because under a fixed topology, thin structures can be
easily created when the optimizer moves neighboring vertices
close to each other. Instead, by maintaining the convexity of
geometric primitives, our method creates bulky lumps on the
robot links that can fit the geometry of the object to form a
firm grasp, while being manufacture-friendly.

H. Ablation: Impact of Polyhedron Resolution

We investigate whether the choice of the number of poly-
hedral vertices affects the performance of the simulator and
the gradient-based policy optimization. Experiments are con-
ducted on the quadruped locomotion benchmark. For the
spider robot, we uniformly sample the number of points to
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Fig. 19: We optimize the three-fingered gripper to grasp three
objects. We visualize the optimial gripper shape (top left), the
optimized shape using our method (bottom left) and mesh-
based method (bottom right). The convergence history of both
methods are illustrated in the top right corner.
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Fig. 20: We compare the dynamics (left) and the policy
convergency (right) under different number of vertices.

discretize each joint shape, resulting in four settings with
M = 96, 192, 384, 768, respectively. Note that we still keep
a same total mass but evenly distribute the mass on the
vertices. In Figure 20 (left), we have the spider robot move
forward under the same PD control signals and plot the
moving distance against the simulation frame. We observe
the four curves almost overlap with the final travel distance
in range −4.890 ± 0.097m. In Figure 20 (right), we test the
impact of different M on the policy convergence. Using the
same optimization settings as in the quadruped locomotion
benchmark, we record the convergence history under the four
different M . Again, we observe that the convergence curves
almost overlap, and the final loss at convergence has an
error range of 5257± 20. These experiments demonstrate that
the choice of the number of vertices has almost negligible
influence.

I. Ablation: Impact of Mass Distribution

To achieve fully differentiable simulator, we have assumed
that the mass of the robot link is evenly distributed among
the convex hull vertices. We investigate the impact of this
assumption by comparing uniformly distributed and vertex-
concentrated mass matrices. We conduct experiments on both
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quadruped spider and bipedal robots. We simulate the two
robots with our optimized locomotion controller under the two
mass distributions. In Figure 21, we plot the robot moving
distance against the simulation frame, and we observe the
plots under the two mass distributions almost overlap. The
final moving distance under the two mass distributions are
−5.063m and −5.053m for the quadruped spider robot with
an error of 0.19%. The moving distance for the bipedal robot
are −7.666m and −7.762m, with an error of 1.23%.
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Fig. 21: We compare the dynamics under our vertex-
concentrated and evenly distribution with bipedal (left) and
quadruped (right) locomotion benchmark.

J. Comparison with MuJoCo

We conduct a series of comparative experiments with Mu-
JoCo [55] to demonstrate the physical accuracy of our sim-
ulator and to validate the sim-to-real performance of our co-
design approach. In the single-jaw gripper benchmark, we use
the same settings in SDRS and MuJoCo where we adopt our
optimizer grasping controller. In both simulators, the gripper
successfully grasps the object. The the object’s center-of-mass
altitude is plotted in Figure 22 (left) against the simulation
frame, where curves generated by the two simulators almost
overlap. Meanwhile, we also tested the performance of the
shape and locomotion policy of the quadruped robot and
bipedal robot, optimized using SDRS while tested in MuJoCo.
In MuJoCo, the bipedal robot was still able to maintain
balance, and both robots were able to perform forward loco-
motion using the same policy. The moving distance is plotted
in Figure 22 against the simulation frames, where the curves
under the two simulators are highly consistent.
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Fig. 22: The object’s center-of-mass altitude plotted against
the simulation frame on gripper benchmark (left), and moving
distance against the simulation frame on bipedal (middle) and
quadruped (right) locomotion benchmark.

Additionally, we test the performance of our optimized
design under a different, gradient-free controller optimization
algorithm. For this experiment, we use two benchmarks: the
bipedal locomotion and the single-jaw gripper. For each bench-
mark, we setup the original robot design and our optimized
design in MuJoCo. We then use Soft-Actor-Critic reinforce-
ment learning algorithm [68] to optimize the controller. We
plot the cumulative reward against the training epoch for both

benchmarks in Figure 23. We observe that in both benchmarks,
the designs optimized using our method consistently lead to
better policy performance.
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Fig. 23: The convergence history of RL under the original
design and our optimized design on the bipedal locomotion
benchmark (left) and the single-jaw gripper benchmark (right).

We further validated the physical accuracy of our contact
and friction model through two additional experiments. In our
first experiment, a fixed wall and two movable objects were
placed on a flat plane. By applying an initial angular velocity
to the second object, it collides with the first object, and due
to the effect of friction, the two objects eventually form a
stable angle with the wall, as shown in Figure 24 (top left). We
performed this forward simulation in both SDRS and MuJoCo,
recording the vertical angles of the two objects, obj1 and obj2,
in radians over the simulation time. We observed that the
angular variation curves of the two objects in both simulators
were nearly identical, demonstrating that our friction model is
physically accurate. In our second experiment, we validated
the book stacking problem [69], where 20 planks are stacked
sequentially, each extending outward to the maximum theoret-
ical distance from the bottom plank without collapsing. Based
on the theoretical maximum distance, the planks were placed,
and to account for simulation errors, they were shifted inward
by ϵ, where ϵ is 0.1% of the plank’s length. In both SDRS and
MuJoCo, the planks did not collapse and maintained for at
least 60 seconds of simulation time. Figure 24 (bottom right)
records the resultant force on the right side of each plank,
showing that the results in SDRS are completely consistent
with those in MuJoCo.

VI. CONCLUSION & DISCUSSION

We introduce SDRS, a novel robot simulator that features
provable differentiability with respect to state, control, and
robot shape parameters, accommodating large geometric and
topological changes of robot link shapes. There are several
avenues for enhancing our differentiable simulator. Firstly,
our current contact potential energy model, which requires
solving a small optimization problem at each evaluation,
leads to relatively high computational demands compared to
mesh-based contact potential models, even with the use of
warm-start initial guesses. In the future, we plan to leverage
parallel processors, such as GPUs, to accelerate this process.
Secondly, our simulator does not guarantee collision-free states
throughout continuous articulated motions. While we have
not encountered this issue in our experiments, future research
incorporating CCD for articulated motions will be crucial
for ensuring robust simulations. Further, to circumvent the
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Fig. 24: In the first experiment, the two objects eventually form
a certain angle with the wall (top left), along with the curves
of their angles changing over simulation time (top right). In
the second experiment, planks are stacked at the maximum
extension distance without collapsing (bottom left), along with
force distribution on the right side of each plank (bottom right).

need for differentiating integrals over convex hulls in Iij ,
we currently assume that the robot’s mass is concentrated
at the vertices of the convex hulls, which may lead to large
discretization error. Moving forward, we plan to develop more
precise formulas for the exact derivatives of Iij . Lastly, our
method relies solely on the gradient-based optimization and
cannot design discrete robot parameters such as joint structure,
which requires sampling-based optimization algorithms as
done in [70].
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VII. WELL-DEFINED CONTACT POTENTIAL

In the analysis below, we always assume that s ∈ (0, 1).
Under very mild assumptions, we show that our contact
potential U ij,i′j′

c (d, θ) is a well-defined, twice-differentiable
function of its parameters θ and d. We further show that the
potential induces opposing forces on the two convex hulls
Hij and Hi′j′ . The main complication comes from the fact
that U ij,i′j′

c relies on an internal optimization with respect to
the separating plane, let us denote its set of locally optimal
solution as:

p⋆ =
(
n⋆, n0⋆

)
∈ argmin

p
U ij,i′j′

c⋆ (d, θ, p). (16)

We begin by showing the following basic facts:

Lemma VII.1. i) For any U ij,i′j′

c < ∞, ∥n∥ ∈
(0, 1); ii) U ij,i′j′

c is a well-defined function of d, θ; iii)



IEEE TRANSACTIONS ON ROBOTICS 15

If dist(Hij , Hi′j′) ≥ 2s/(1 − s), then U ij,i′j′

c = 0; iv)
limdist(Hij ,Hi′j′ )→0 U

ij,i′j′

c =∞.

Proof. i) If ∥n∥ ≥ 1, then the first term Ps(1−∥n∥) in U ij,i′j′

c⋆

is undefined. If ∥n∥ = 0, then the remaining terms in U ij,i′j′

c⋆

reads:
M∑

m=1

[Ps(−o) + Ps(o)] . (17)

At least one of these terms are undefined, so ∥n∥ ∈ (0, 1).
ii) By construction, each term in U ij,i′j′

c⋆ is a convex function
in p, so it has only one (global) minimum, proving that U ij,i′j′

c

is single-valued, i.e., a well-defined function of d, θ.
iii) In this case, we must have two points xij ∈ Hij

and xi′j′ ∈ Hi′j′ realizing the closest distance, i.e.,
dist(xij , xi′j′) ≥ 2s/(1 − s). Now, let us set p as the scaled,
middle separating plane between xij and xi′j′ by setting:

n =
xi′j′ − xij

∥xi′j′ + xij∥
(1− s) and o = −nT xi′j′ + xij

2
(1− s). (18)

Plugging this solution into U ij,i′j′

c⋆ and we have U ij,i′j′

c⋆ = 0 by
the local support of Ps. But by ii), U ij,i′j′

c⋆ (d, θ, p) is convex
in p and its minimal value can only be even smaller. But
U ij,i′j′

c⋆ ≥ 0 by construction, so we conclude that U ij,i′j′

c = 0
as desired.

iv) Given an arbitrary large number M > 0, there must be
some s0 > 0 such that Ps(x) > M on (0, s0). We consider any
two convex polyhedrons such that dist(Hij , Hi′j′) < s0/(1−
s0). In this case, for any separating plane p, there must be
some point, assumed to be [Ti′(d, θ)x

m
i′j′ ] without a loss of

generality, such that:

0 <
pTTi′(d, θ)x

m
i′j′

∥n∥
<

s0
1− s0

, (19)

where we divide by ∥n∥ to normalize the separating plane,
leading to a standard point-to-plane distance. Now consider
two cases. Case I: If ∥n∥ > 1− s0, then the first term Ps(1−
∥n∥) > M , leading to U ij,i′j′

c > M . Case II: If ∥n∥ ≤ 1−s0,
then we have:

0 < pTTi′(d, θ)x
m
i′j′ < s0 ⇒ Ps(p

TTi′(d, θ)x
m
i′j′) > M, (20)

again leading to U ij,i′j′

c > M , from which the result follows.

The above result already allows us to use BVH to quickly
prune non-intersecting convex polyhedrons when their distance
is larger than 2s/(1− s).

A. Local Differentiability
To proceed, we first prove differentiable properties when

U ij,i′j′

c > 0 and then extend these properties to all cases.

Lemma VII.2. If U ij,i′j′

c > 0, then i) at least one of the
terms of form Ps(−pT⋆ Ti(d, θ)x

m
ij ) or Ps(p

T
⋆ Ti′(d, θ)x

m
i′j′) is

positive and ii) Ps(1− ∥n⋆∥) > 0.

Proof. i) If all the terms of form Ps(−pT⋆ Ti(d, θ)x
m
ij ) = 0 and

Ps(p
T
⋆ Ti′(d, θ)x

m
i′j′) = 0, we must have:

∂Ps(−pT⋆ Ti(d, θ)x
m
ij )

∂n⋆
=

∂Ps(p
T
⋆ Ti′(d, θ)x

m
i′j′)

∂n⋆
= 0. (21)

Next, by Lemma VII.1 i), we know that ∥n∥ ∈ (0, 1). But
U ij,i′j′

c > 0 by our assumption, so we have ∥n∥ ∈ (1− s, 1),
so:

∂Ps(1− ∥n⋆∥)
∂n⋆

̸= 0. (22)

Combined, we know that:

∂U ij,i′j′

c⋆

∂n⋆
̸= 0, (23)

contradicting the fact that p⋆ is optimal.
ii) If Ps(1 − ∥n⋆∥) = 0, we know by i) that some other

terms are positive and the following inequality holds for all
positive terms:

pT⋆
∂Ps(−pT⋆ Ti(d, θ)x

m
ij )

∂p⋆
< 0 (24)

pT⋆
∂Ps(p

T
⋆ Ti′(d, θ)x

m
i′j′)

∂p⋆
< 0. (25)

But since Ps(1− ∥n⋆∥) = 0, we have by definition:

pT⋆
∂Ps(1− ∥n⋆∥)

∂p⋆
= 0. (26)

Combined, we know that:

pT⋆
∂U ij,i′j′

c⋆

∂p⋆
< 0, (27)

again contradicting the fact that p⋆ is optimal.

Lemma VII.3. If U ij,i′j′

c > 0, then i) U ij,i′j′

c⋆ is a strictly
convex function; and ii) U ij,i′j′

c is a locally differentiable
function of d, θ with:

dU ij,i′j′

c

d
(
d, θ

) =
∂U ij,i′j′

c⋆ (d, θ, p⋆)

∂
(
d, θ

) . (28)

Finally, iii) U ij,i′j′

c is locally twice-differentiable function of
d, θ.

Proof. i) We show that the Hessian of U ij,i′j′

c⋆ at p⋆ is non-
singular. To this end, we consider a vector 0 ̸= q ∈ R4 and
prove that:

qT
∂2U ij,i′j′

c⋆

∂p⋆2
q ̸= 0. (29)

We establish contradiction otherwise. By Lemma VII.1 ii),
we know that each term in U ij,i′j′

c⋆ is convex and contributes
a positive semi-definite Hessian matrix. We first derive the
Hessian of the term Ps(1 − ∥n⋆∥) in the following closed
form:

∂2Ps(1− ∥n⋆∥)
∂n⋆

2
= P ′′

s

n⋆

∥n⋆∥
n⋆

∥n⋆∥
T
− P ′

s

1

∥n⋆∥

[
I − n⋆

∥n⋆∥
n⋆

∥n⋆∥
T
]
. (30)

By Lemma VII.2 ii), we have:

Ps(1− ∥n⋆∥) > 0 and
∂2Ps(1− ∥n⋆∥)

∂n⋆
2

≻ 0. (31)

Therefore, the first three elements of q are zero. Since 0 ̸= q,
we must have the fourth component of q is non-zero. But
by Lemma VII.2 i), we know that one of the other terms in
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U ij,i′j′

c⋆ is non-zero at p⋆. Without a loss of generality, we can
assume:

Ps(−pT⋆ Ti(d, θ)x
m
ij ) > 0 and

∂2Ps(−pT⋆ Ti(d, θ)x
m
ij )

∂p⋆2
= P ′′

s [Ti(d, θ)x
m
ij ][Ti(d, θ)x

m
ij ]

T ̸= 0.
(32)

Note we assume homogeneous coordinates for Ti(d, θ)x
m
ij . As

a result, the fourth component of q must be zero, leading to a
contradiction.

ii) Due to i), we can invoke the inverse function theorem,
in a local neighborhood, we can assume that U ij,i′j′

c > 0, p⋆
is a (single-valued) function p⋆(d, θ), and:

∂p⋆

∂
(
d, θ

) = −

[
∂2U ij,i′j′

c⋆

∂p⋆2

]−1
∂2U ij,i′j′

c⋆

∂p⋆∂
(
d, θ

) . (33)

Note the above derivative is well-defined because our piece-
wise function Ps is twice-differentiable by construction. By
the chain rule, we have:

dU ij,i′j′

c

d
(
d, θ

) =
∂U ij,i′j′

c⋆

∂
(
d, θ

) +
∂U ij,i′j′

c⋆

∂p⋆

∂p⋆

∂
(
d, θ

) =
∂U ij,i′j′

c⋆

∂
(
d, θ

) , (34)

due to the vanish of gradient at p⋆. iii) In the same local
neighborhood, we can differentiable the above equation once
more to yield:

d2U ij,i′j′

c

d
(
d, θ

)2 =
d

d
(
d, θ

) ∂U ij,i′j′

c⋆

∂
(
d, θ

) =
∂2U ij,i′j′

c⋆

∂
(
d, θ

)2 +
∂2U ij,i′j′

c⋆

∂
(
d, θ

)
∂p⋆

∂p⋆

∂
(
d, θ

) . (35)

The above step only relies on the second derivatives of U ij,i′j′

c⋆

and is thus well-defined by the construction of Ps.

B. Global Differentiability

Lemma VII.4. U ij,i′j′

c is a globally differentiable function of
d, θ when U ij,i′j′

c <∞ with the derivative Equation 28 holds
everywhere.

Proof. To extend the property from the local neighborhood,
we consider three cases. Case I: If U ij,i′j′

c > 0 then differen-
tiability follows from Lemma VII.3. Case II: If U ij,i′j′

c = 0
in a local neighborhood, then differentiability follows trivially
and agrees with Equation 28 by direct verification. Case III: In
the last case, we have U ij,i′j′

c (d, θ) = 0 but there is a sequence
of
(
dn, θn

)
→
(
d, θ

)
and U ij,i′j′

c (dn, θn) > 0. In such case,
the implicit function theorem fails. To overcome this difficulty,
we now define the following auxiliary function:

gn(β) = U ij,i′j′

c (β(dn − d) + d, β(θn − θ) + θ). (36)

Clearly, we have gn(0) = 0 and gn(1) > 0. We can then
define β̄ = sup{β|gn(β) = 0}. Since U iji′j′

c is a continuous
function, we must have β̄ ∈ (0, 1). Now since gn > 0 on
(β̄, 1), g′n can be computed using Equation 28 on (β̄, 1).
Applying intermediary value theorem on (β̄, 1), we can find
βn ∈ (β̄, 1) satisfying:

U ij,i′j′

c (dn, θn) = gn(1) = g′n(βn)(1− β̄)

=
(
(dn − d)T , (θn − θ)T

) dU ij,i′j′

c

d
(
d, θ

) ∣∣∣(
βn(dn − d) + d, βn(θn − θ) + θ

)(1− β̄).
(37)

Using this result and we derive the following limit:

0 ≤ lim inf
n→∞

U ij,i′j′

c (dn, θn)− U ij,i′j′

c (d, θ)

∥
(
dn − d, θn − θ

)
∥

≤ lim sup
n→∞

U ij,i′j′

c (dn, θn)− U ij,i′j′

c (d, θ)

∥
(
dn − d, θn − θ

)
∥

≤ lim sup
n→∞

∥∥∥∥∥dU ij,i′j′

c

d
(
d, θ

) ∣∣∣(
βn(dn − d) + d, βn(θn − θ) + θ

)
∥∥∥∥∥ = 0,

(38)

where the last equality is derived by the fact that the deriva-
tive at

(
βn(dn − d) + d, βn(θn − θ) + θ

)
follows from Equa-

tion 28, which tends to zero when U ij,i′j′

c approaches zero.
Indeed, when U ij,i′j′

c approaches zero, all the terms approach
zero consistently, so all the first and second derivatives, i.e. P ′

s

and P ′′
s , also tend to zero. With other terms being bounded,

we conclude that Equation 28 tends to zero. This result shows
that any directional derivative tends to zero in the last case
and agrees with Equation 28, thus all is proved.

C. Global Twice-Differentiability

Next, we prove twice-differentiability using a similar argu-
ment as in Lemma VII.4, but we need the following auxiliary
result:

Lemma VII.5. Suppose there is a sequence
(
dn, θn

)
→(

d, θ
)

such that U ij,i′j′

c (dn, θn) > 0 and U ij,i′j′

c (d, θ) = 0,
then:

lim
n→∞

d2U ij,i′j′

c

d
(
d, θ

)2 ∣∣∣(dn, θn ) = 0. (39)

Proof. There are two terms in Equation 35 and for the first
term:

lim
n→∞

∂2U ij,i′j′

c⋆

∂
(
dn, θn

)2 = 0, (40)

due to the property of Ps. Therefore, our main goal is to show
the following second term in Equation 35 also tend to zero,
which is largely non-trivial:

− ∂2U ij,i′j′

c⋆

∂
(
dn, θn

)
∂p⋆

[
∂2U ij,i′j′

c⋆

∂p⋆2

]−1
∂2U ij,i′j′

c⋆

∂p⋆∂
(
dn, θn

) . (41)

To begin with, we claim the following property, which can be
directly verified for our specific Ps(x) = (x−s)4/x51(x < s):

lim
x→s

P ′
s/P

′′
s = 0 and lim

x→s
[P ′′

s ]
1.5/P ′

s = 6
√
3/s2.5. (42)

Next, we derive the following identity by the optimality of p⋆:

0 =pT⋆
∂U ij,i′j′

c⋆

∂p⋆
= −P ′

s(1− ∥n⋆∥)∥n⋆∥+

M∑
m=1

[
P̄ ′
s(−pT⋆ Ti(dn, θn)x

m
ij ) + P̄ ′

s(p
T
⋆ Ti′(dn, θn)x

m
i′j′)

]
.

(43)

where we define P̄ ′
s(x) = xP ′

s(x). Due to Equation 42,
as limn→∞ U ij,i′j′

c (dn, θn) = 0, we can choose sufficiently
large n such that: −pT⋆ Ti(dn, θn)x

m
ij > s/2 for all xm

ij and
pT⋆ Ti′(dn, θn)x

m
i′j′ > s/2 for all xm

i′j′ , 1 > ∥n⋆∥ > 1 − s.
Finally, because all the terms in Equation 43 are positive,
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we have the following inequality for xm
ij and xm

i′j′ chosen as
above:

− P ′
s(1− ∥n⋆∥) ≥ −P ′

s(1− ∥n⋆∥)∥n⋆∥
≥ − [−pT⋆ Ti(dn, θn)x

m
ij ]P

′
s(−pT⋆ Ti(dn, θn)x

m
ij )

≥− s

2
P ′
s(−pT⋆ Ti(dn, θn)x

m
ij )

− P ′
s(1− ∥n⋆∥) ≥ −P ′

s(1− ∥n⋆∥)∥n⋆∥
≥ − [pT⋆ Ti′(dn, θn)x

m
i′j′ ]P

′
s(p

T
⋆ Ti′(dn, θn)x

m
i′j′)

≥− s

2
P ′
s(p

T
⋆ Ti′(dn, θn)x

m
i′j′).

(44)

Again due to Equation 42, we can choose sufficiently large n such
that P ′′

s (1−∥n⋆∥) ≥ −P ′
s(1−∥n⋆∥) so that we have the following

estimate due to Equation 30:

∂2Ps(1− ∥n⋆∥)
∂n⋆

2
=P ′′

s
n⋆

∥n⋆∥
n⋆

∥n⋆∥
T
− P ′

s
1

∥n⋆∥

[
I − n⋆

∥n⋆∥
n⋆

∥n⋆∥
T
]

⪰− P ′
s

n⋆

∥n⋆∥
n⋆

∥n⋆∥
T
− P ′

s

[
I − n⋆

∥n⋆∥
n⋆

∥n⋆∥
T
]

=P ′
s(1− ∥n⋆∥)I.

(45)

Finally, among all the terms of form −P̄ ′
s(−pT⋆ Ti(dn, θn)x

m
ij ) and

−P̄ ′
s(p

T
⋆ Ti′(dn, θn)x

m
i′j′) in Equation 43, we can assume some

term −P̄ ′
s(−pT⋆ Ti(dn, θn)x

m⋆
ij ) achieves the maximal value. (It is

also possible that some term −P̄ ′
s(p

T
⋆ Ti′(dn, θn)x

m⋆
i′j′) on the other

convex hull achieves the maximal value, and the case is symmetric.)
Once again due to Equation 42 we can choose sufficiently large
n such that P ′′

s (−pT⋆ Ti(dn, θn)x
m⋆
ij ) ≥ −P ′

s(−pT⋆ Ti(dn, θn)x
m⋆
ij ).

For such maximal term, we have the following estimate:

2MsP ′′
s (−pT⋆ Ti(dn, θn)x

m⋆
ij )

≥− 2MsP ′
s(−pT⋆ Ti(dn, θn)x

m⋆
ij )

≥− 2MP̄ ′
s(−pT⋆ Ti(dn, θn)x

m⋆
ij )

≥− P ′
s(1− ∥n⋆∥)∥n⋆∥ ≥ −P ′

s(1− ∥n⋆∥)(1− s).

(46)

Combining Equation 45 and Equation 46, we have the following
estimate of the norm of Hessian:

∂2U ij,i′j′
c⋆

∂p⋆2
⪰

(
∂2Ps(1−∥n⋆∥)

∂p⋆2

P ′′
s (−pT⋆ Ti(dn, θn)x

m⋆
ij )

)

⪰− P ′
s(1− ∥n⋆∥)min

[
1,

1− s

2Ms

]
I,

(47)

which implies that:∥∥∥∥∥∥
[
∂2U ij,i′j′

c⋆

∂p⋆2

]−1
∥∥∥∥∥∥ ≤ 1

−P ′
s(1− ∥n⋆∥)min

[
1, 2Ms

1−s

] . (48)

We are now ready to bound Equation 41 by noting that the
mixed derivative can be expanded as:

∂2U ij,i′j′
c⋆

∂p⋆∂
(
dn, θn

) =

M∑
m=1

P ′
s(−pT⋆ Ti(dn, θn)x

m
ij )

[
−

∂Tix
m
ij

∂
(
dn, θn

)]+

M∑
m=1

P ′′
s (−pT⋆ Ti(dn, θn)x

m
ij )

[
−Tix

m
ij

] ∂
[
−pT⋆ Ti(dn, θn)x

m
ij

]
∂
(
dn, θn

) T

+

M∑
m=1

P ′
s(p

T
⋆ Ti′ (dn, θn)x

m
i′j′ )

[
∂Ti′x

m
i′j′

∂
(
dn, θn

)]+

M∑
m=1

P ′′
s (pT⋆ Ti′ (dn, θn)x

m
i′j′ )

[
Ti′x

m
i′j′

] ∂
[
pT⋆ Ti′ (dn, θn)x

m
i′j′

]
∂
(
dn, θn

) T

.

(49)

Combining Equation 48 and with other terms being bounded,
we see that Equation 41 is a summation of following terms:

I ≜O(P ′
s(−pT⋆ Ti(dn, θn)x

m
ij )P

′
s(−pT⋆ Ti′(dn, θn)x

m′

i′j′)P
′
s(1− ∥n⋆∥)−1)

II ≜O(P ′′
s (−pT⋆ Ti(dn, θn)x

m
ij )P

′
s(−pT⋆ Ti′(dn, θn)x

m′

i′j′)P
′
s(1− ∥n⋆∥)−1)

III ≜O(P ′′
s (−pT⋆ Ti(dn, θn)x

m
ij )P

′′
s (−pT⋆ Ti′(dn, θn)x

m′

i′j′)P
′
s(1− ∥n⋆∥)−1).

(50)

And we show that each term tends to zero, for term of type
I, we use Equation 44 to derive:

I =O(P ′
s(−pT⋆ Ti(dn, θn)x

m
ij )P

′
s(−pT⋆ Ti′(dn, θn)x

m′

i′j′)P
′
s(1− ∥n⋆∥)−1)

≤O(P ′
s(−pT⋆ Ti(dn, θn)x

m
ij )P

′
s(1− ∥n⋆∥)P ′

s(1− ∥n⋆∥)−1)

=O(P ′
s(−pT⋆ Ti(dn, θn)x

m
ij ))→ 0

(51)

For term of type II, we use Equation 44 and choose
sufficiently large n to have P ′′

s (−pT⋆ Ti(dn, θn)x
m
ij ) ≥

−P ′
s(−pT⋆ Ti(dn, θn)x

m
ij ) due to Equation 42, yielding the

following estimate:
II =O(P ′′

s (−pT⋆ Ti(dn, θn)x
m
ij )P

′
s(−pT⋆ Ti′(dn, θn)x

m′

i′j′)P
′
s(1− ∥n⋆∥)−1)

≤O(P ′
s(−pT⋆ Ti(dn, θn)x

m
ij )P

′
s(1− ∥n⋆∥)P ′

s(1− ∥n⋆∥)−1)

=O(P ′
s(−pT⋆ Ti(dn, θn)x

m
ij ))→ 0.

(52)

For term of type III, Equation 44 and Equation 42 yields:
III =O(P ′′

s (−pT⋆ Ti(dn, θn)x
m
ij )P

′′
s (−pT⋆ Ti′(dn, θn)x

m′

i′j′)P
′
s(1− ∥n⋆∥)−1)

=O([P ′
s(−pT⋆ Ti(dn, θn)x

m
ij )P

′
s(−pT⋆ Ti′(dn, θn)x

m′

i′j′)]
2/3P ′

s(1− ∥n⋆∥)−1)

≤O(P ′
s(1− ∥n⋆∥)1/3)→ 0,

(53)

thus all is proved.

Lemma VII.6. U ij,i′j′

c is a globally twice-differentiable
function of d, θ when U ij,i′j′

c < ∞ with the second-
derivative Equation 35 i) well-defined and ii) holds every-
where.

Proof. i) Equation 35 is well-defined when U ij,i′j′

c > 0. When
U ij,i′j′

c = 0, we have:

∂2U ij,i′j′

c⋆

∂
(
d, θ

)2 = 0 and
∂2U ij,i′j′

c⋆

∂
(
d, θ

)
∂p⋆

= 0, (54)

and Equation 35 is well-defined by the convention 0 ·∞ = 0.
ii) Following the same argument as Lemma VII.4, we

establish twice-differentiability for case I and case II. For case
III, where the inverse function theorem fails, define:

gkn(β) =

[
dU ij,i′j′

c

d
(
d, θ

) ∣∣∣(
β(dn − d) + d, β(θn − θ) + θ

)
]k

, (55)

and invoke the intermediary value theorem to yield:

gkn(β) =
(
(dn − d)T , (θn − θ)T

)[
d2U ij,i′j′

c

d
(
d, θ

)2 ∣∣∣(βn(dn − d) + d, βn(θn − θ) + θ
)
]k

(1− β̄),
(56)

where [•]k here indicates the kth element or column of
the gradient vector or the Hessian matrix, respectively. The
limiting argument leads to:

0 ≤ lim inf
n→∞

|gkn(1)|
∥
(
dn − d, θn − θ

)
∥
≤ lim sup

n→∞

|gkn(1)|
∥
(
dn − d, θn − θ

)
∥

≤ lim sup
n→∞

∥∥∥∥∥∥
[
d2U ij,i′j′

c

d
(
d, θ

)2 ∣∣∣(βn(dn − d) + d, βn(θn − θ) + θ
)
]k∥∥∥∥∥∥

≤ lim sup
n→∞

∥∥∥∥∥d2U ij,i′j′

c

d
(
d, θ

)2 ∣∣∣(βndn, βnθn
)
∥∥∥∥∥ = 0,

(57)

where the last equality is due to Lemma VII.5, verifying Equa-
tion 35 and all is proved.
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D. Momentum Preservation

Finally, by using the globally valid derivative formula, we
are ready to show the preservation of linear and angular
momentum:

Lemma VII.7. U ij,i′j′

c preserves i) linear and ii) angular
momentum of Hij and Hi′j′ .

Proof. i) The total negative force applied on Hij and Hi′j′ is:

fij ≜
M∑

m=1

dU ij,i′j′

c

d[Ti(d, θ)xm
ij ]3

=
M∑

m=1

−P ′
s(−pT⋆ Ti(d, θ)x

m
ij )n⋆

fi′j′ ≜
M∑

m=1

dU ij,i′j′

c

d[Ti′(d, θ)xm
i′j′ ]3

=
M∑

m=1

P ′
s(p

T
⋆ Ti′(d, θ)x

m
i′j′)n⋆,

where we have used the derivative Equation 28. Combined,
we have:

fij + fi′j′ =
∂U ij,i′j′

c⋆

∂o⋆
n⋆ = 0, (58)

by the optimality of p⋆, proving linear momentum preserva-
tion.

ii) The total negative torque applied on Hij and Hi′j′ is:

τij ≜
M∑

m=1

[Ti(d, θ)x
m
ij ]3 ×

dU ij,i′j′
c

d[Ti(d, θ)xm
ij ]3

=

M∑
m=1

−P ′
s(−pT⋆ Ti(d, θ)x

m
ij )[Ti(d, θ)x

m
ij ]3 × n⋆

τi′j′ ≜
M∑

m=1

[Ti′(d, θ)x
m
i′j′ ]3 ×

dU ij,i′j′
c

d[Ti′(d, θ)x
m
i′j′ ]3

=

M∑
m=1

P ′
s(p

T
⋆ Ti′(d, θ)x

m
i′j′)[Ti′(d, θ)x

m
i′j′ ]3 × n⋆,

(59)

where we have used the derivative Equation 28. Combined, we have:

τij + τi′j′ =
∂
[
U ij,i′j′

c⋆ − Ps(1− ∥ns∥)
]

∂n⋆
× n⋆ (60)

=− ∂Ps(1− ∥n⋆∥)
∂n⋆

× n⋆ = 0, (61)

again by the optimality of p⋆, proving angular momentum preserva-
tion.

We summarize our results in the following theorem:

Theorem VII.8. The contact potential U ij,i′j′

c has the
following properties:

• U ij,i′j′

c = 0 when dist(Hij , Hi′j′) ≥ 2s/(1− s).
• limdist(Hij ,Hi′j′ )→0 U

ij,i′j′

c =∞.
• U ij,i′j′

c = 0 is globally twice-differentiable in d and
θ.

• U ij,i′j′

c preserves linear and angular momentum.

VIII. WELL-DEFINED FRICTIONAL DAMPING POTENTIAL

Similar to the case with contact potential, we show that the
frictional damping potential is also globally twice differen-
tiable and preserves the linear and angular momentum.

Lemma VIII.1. i) U ij,i′j′

f⋆ is a convex function in
(
ω, u

)
so

U ij,i′j′

f is well-defined; ii) If U ij,i′j′

f⋆ ̸≡ 0, U ij,i′j′

f⋆ is strictly
convex in u and either strictly convex in ω as well or flat in
ω.

Proof. i) For each term in U ij,i′j′

f⋆ , the only function related

to
(
ω, u

)
is

√∥∥∥ẋm
ij,∥ − ṗmij,∥

∥∥∥2 + ϵ, which is convex, proving
well-definedness.

ii) If any Aϵ(f
m
ij,⊥) > 0, i.e. U ij,i′j′

f⋆ ̸≡ 0, the function has
positive definite Hessian in u. If the coefficient of ω, i.e.:

[Bij,i′j′ ]T [nt
⋆ × [Ti(d, θ

t)xm
ij ]3] ̸= 0,

then the Hessian in ω is also positive. If all the coefficients
vanish for terms with Aϵ(f

m
ij,⊥) > 0, then U ij,i′j′

f⋆ is indepen-
dent of ω, i.e. flat.

However, although the function is well-defined, the possi-
bility that U ij,i′j′

f⋆ is not strictly convex in ω can significantly
complicate our analysis. Fortunately, we can remove such
singular situation by shifting the coordinate system along some
vector in the tangent plane. For example, let us denote Bij,i′j′

1

as the first basis (column) of the tangent projection matrix
Bij,i′j′ . Let us consider the following shifted tangent velocity:

ṗmij,∥,α(u, ω) ≜ ω[Bij,i′j′ ]T [nt
⋆ × [[Ti(d, θ

t)xm
ij ]3 +Bij,i′j′

1 α]] + u

Dm
ij,α(d, θ

t+1, θt, u, ω) ≜ µ∆tAϵ(f
m
ij,⊥)

√∥∥∥ẋm
ij,∥ − ṗmij,∥,α

∥∥∥2 + ϵ

U ij,i′j′

f⋆,α ≜
∑
m

[Dm
ij,α +Dm

i′j′,α]

U ij,i′j′

f,α = min
u,ω

U ij,i′j′

f⋆,α (d, θt+1, θt, u, ω),

(62)

where we denote the shifted version by the subscript α.
We establish the following result to remove the singular
configuration:

Lemma VIII.2. i) U ij,i′j′

f,α = U ij,i′j′

f and, ii) if U ij,i′j′

f⋆,α ̸≡ 0,
it is strictly convex for sufficiently large α.

Proof. i) Let us denote by u⋆,α and ω⋆,α the optimal solution
in U ij,i′j′

f,α , then our desired result follows from the following
fact:

U ij,i′j′

f,α ≤U ij,i′j′

f⋆,α (d, θt+1, θt, u⋆ − ω⋆[B
ij,i′j′ ]T [nt

⋆ ×Bij,i′j′

1 α], ω⋆)

=U ij,i′j′

f⋆ (d, θt+1, θt, u⋆, ω⋆) = U ij,i′j′

f ,
(63)

and
U ij,i′j′

f ≤U ij,i′j′

f⋆ (d, θt+1, θt, u⋆,α + ω⋆,α[B
ij,i′j′ ]T [nt

⋆ ×Bij,i′j′

1 α], ω⋆,α)

=U ij,i′j′

f⋆,α (d, θt+1, θt, u⋆,α, ω⋆,α) = U ij,i′j′

f,α .
(64)

ii) We can set α sufficiently large to make:

∥[Bij,i′j′ ]T [nt
⋆ × [Ti(d, θ

t)xm
ij ]3]∥ ≪ ∥[Bij,i′j′ ]T [nt

⋆ × [Bij,i′j′

1 α]∥, (65)

leading to non-zero coefficient of ω in any ṗmij,∥,α, making

U ij,i′j′

f⋆,α strictly convex in ω if any Aϵ(f
m
ij,⊥) > 0, i.e.

U ij,i′j′

f⋆,α ̸≡ 0.
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A. Local & Global Differentiability

Lemma VIII.3. If U ij,i′j′

f⋆ is strictly convex in both ω and u,

then U ij,i′j′

f is locally differentiable with derivative being:

dU ij,i′j′

f

d
(
d, θt+1, θt

) =
∂U ij,i′j′

f⋆ (d, θt+1, θt, u⋆, ω⋆)

∂
(
d, θt+1, θt

) . (66)

It is also has well-defined mixed-second-derivative being:

d2U ij,i′j′

f

d
(
d, θt+1, θt

)
dθt+1

=
∂2U ij,i′j′

f⋆

∂
(
d, θt+1, θt

)
∂θt+1

+
∂2U ij,i′j′

f⋆

∂
(
d, θt+1, θt

)
∂
(
u⋆, ω⋆

) ∂(u⋆, ω⋆

)
∂θt+1

.

(67)

Proof. If U ij,i′j′

f⋆ is strictly convex, then it is strictly convex in
a local neighborhood. Invoking the inverse function theorem
yields:

∂
(
u⋆, ω⋆

)
∂
(
d, θt+1, θt

) = −

[
∂2U ij,i′j′

f⋆

∂
(
u⋆, ω⋆

)2
]−1

∂2U ij,i′j′

f⋆

∂
(
u⋆, ω⋆

)
∂
(
d, θt+1, θt

)
dU ij,i′j′

f

d
(
d, θt+1, θt

) =
∂U ij,i′j′

f⋆

∂
(
d, θt+1, θt

) + ∂U ij,i′j′

f⋆

∂
(
u⋆, ω⋆

) ∂
(
u⋆, ω⋆

)
∂
(
d, θt+1, θt

) =
∂U ij,i′j′

f⋆

∂
(
d, θt+1, θt

) ,
(68)

due to the vanish of gradient at
(
u⋆, ω⋆

)
. The second deriva-

tive follows by the chain rule.

Lemma VIII.4. If there is a sequence
(
dn, θ

t+1
n , θtn

)
→(

d, θt+1, θt
)

where U ij,i′j′

f⋆ (dn, θ
t+1
n , θtn, u, ω) ̸≡ 0 but

U ij,i′j′

f⋆ (d, θt+1, θt, u, ω) ≡ 0 in u and ω, then:

lim
n→∞

dU ij,i′j′

f

d
(
dn, θ

t+1
n , θtn

) = 0. (69)

Proof. By construction, the only situation where U ij,i′j′

f⋆ ≡
0 is when all fm

ij,⊥ = 0 and all fm
i′j′,⊥ = 0. We have the

following estimates:

∂Dm
ij

∂θt+1
n

= µ∆tAϵ(f
m
ij,⊥)

∂ẋm
ij,∥

∂θt+1
n

T ẋm
ij,∥ − ṗmij,∥√∥∥∥ẋm

ij,∥ − ṗmij,∥

∥∥∥2 + ϵ

→ 0, (70)

which is because Aϵ(f
m
ij,⊥)→ 0 and other terms are bounded.

Further, for the derivative with respect to d and θt, we have
the following estimates:

∂Dm
ij

∂
(
dn, θ

t
n

) =µ∆tAϵ(f
m
ij,⊥)

∂ẋm
ij,∥

∂
(
dn, θ

t
n

)T ẋm
ij,∥ − ṗmij,∥√∥∥∥ẋm

ij,∥ − ṗmij,∥

∥∥∥2 + ϵ

+

µ∆t
∂fm

ij,⊥

∂
(
dn, θ

t
n

)T dAϵ

dfm
ij,⊥

√∥∥∥ẋm
ij,∥ − ṗmij,∥

∥∥∥2 + ϵ→ 0.

(71)

Indeed, the first righthand side term above tends to zero
because Aϵ(f

m
ij,⊥)→ 0. The second righthand side term above

tends to zero because:

∂fm
ij,⊥

∂
(
dn, θ

t
n

) =P ′
s

∂nt
⋆

∂
(
dn, θ

t
n

) + P ′′
s n

t
⋆

∂[pt⋆]
TTi(dn, θ

t
n)x

m
ij

∂
(
dn, θ

t
n

) T

→ 0, (72)

with other terms bounded. To verify Equation 72, readers can
use the same argument as in Lemma VII.5. By expanding the
derivatives in Equation 72 using Equation 33, it can be shown

that the derivative is a linear combinations of the following
terms:

O(P ′
s(•)P ′

s(•)P ′
s(1− ∥n⋆∥)−1) (73)

O(P ′
s(•)P ′′

s (•)P ′
s(1− ∥n⋆∥)−1) (74)

O(P ′′
s (•)P ′′

s (•)P ′
s(1− ∥n⋆∥)−1), (75)

each of which vanishes. Finally, the same analysis above apply to
Dm

i′j′ . Our desired result follows by plugging the above estimates
into Equation 66.

Lemma VIII.5. U ij,i′j′

f is a globally differentiable function of
d, θt+1, θt with the derivative Equation 66 holds everywhere.

Proof. We need to consider several cases. Case I: If U ij,i′j′

f⋆

is strictly convex in both ω and u, then the result follows
by Lemma VIII.3. Case II: If U ij,i′j′

f⋆ is strictly convex in u
but not ω, then fix a large constant α using Lemma VIII.2 and
resort to case I. Case III: If the Hessian is a zero matrix, then
U ij,i′j′

f⋆ ≡ 0 as a function of ω and u and there are two sub-
cases. Case III.1: If U ij,i′j′

f⋆ ≡ 0 in a local neighborhood of(
d, θt+1, θt

)
, then differentiability follows trivially. Case III.2:

If there is a sequence
(
dn, θ

t+1
n , θtn

)
→
(
d, θt+1, θt

)
where

U ij,i′j′

f⋆ (dn, θ
t+1
n , θtn, u, ω) ̸≡ 0, then we can establish differen-

tiability by applying the limiting argument as in Lemma VII.4,
yielding:

0 ≤ lim inf
n→∞

U ij,i′j′

f (dn, θ
t+1
n , θtn)− U ij,i′j′

f (d, θt+1, θt)

∥
(
dn − d, θt+1

n − θt+1, θtn − θt
)
∥

≤ lim sup
n→∞

U ij,i′j′

f (dn, θ
t+1
n , θtn)− U ij,i′j′

f (d, θt+1, θt)

∥
(
dn − d, θt+1

n − θt+1, θtn − θt
)
∥

≤ lim sup
n→∞

∥∥∥∥∥ dU ij,i′j′

f

d
(
d, θt+1, θt

) ∣∣∣(
βn(dn − d) + d, βn(θ

t+1
n − θt+1) + θt+1, βn(θ

t
n − θt) + θt

)
∥∥∥∥∥ = 0,

(76)

where the last limit follows from Lemma VIII.4, thus all is
proved.

B. Global Twice-Differentiability

We largely follow Lemma VII.6 to prove twice differentia-
bility, for which we need to establish some limits.

Lemma VIII.6. If U ij,i′j′

f⋆ (d, θt+1, θt, u, ω) ≡ 0 in u and ω,
then:

∂2U ij,i′j′

f⋆

∂
(
d, θt+1, θt

)
∂
(
u⋆, ω⋆

) = 0. (77)

Proof. We show that each term in the derivative vanish in
this case. By taking derivative with respect to

(
u⋆, ω⋆

)
in Equation 70 and Equation 71, we have:

∂2Dm
ij

∂θt+1∂
(
u⋆, ω⋆

) = O(Aϵ(f
m
ij,⊥)) = 0

∂2Dm
ij

∂
(
dn, θ

t
n

)
∂
(
u⋆, ω⋆

) = O(Aϵ(f
m
ij,⊥)) +O

(∥∥∥∥∥ ∂fm
ij,⊥

∂
(
dn, θ

t
n

)∥∥∥∥∥
)

= 0,

(78)

and all is proved. Here all the terms other than those included
in O(•) are bounded and the vanishing of O(•) terms have
been proved in Lemma VIII.4.

Lemma VIII.7. The mixed-second-derivative Equation 67 i)
well-defined and ii) holds everywhere.

Proof. i) follows from Lemma VIII.6 and the convention that
0 · ∞ = 0. ii) can be proved by considering the set of cases
in Lemma VIII.5.
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Case I: If U ij,i′j′

f⋆ is strictly convex in both ω and u, then
the result follows by Lemma VIII.3. Case II: If U ij,i′j′

f⋆ is
strictly convex in u but not ω, then fix a large constant α
using Lemma VIII.2 and resort to case I. Case III: If the
Hessian is a zero matrix, then U ij,i′j′

f⋆ ≡ 0 as a function
of ω and u. Such case can only happen when all the terms
of form Aϵ(f

m
ij,⊥) = 0. But these terms are independent of

θt+1, so U ij,i′j′

f⋆ ≡ 0 in a local θt+1-neighborhood and we
immediately have the mixed-second-derivative vanishes due
to Lemma VIII.6 and agrees with Equation 67.

C. Momentum Preservation

We use the globally valid derivative formula to show the
preservation of linear and in-plane angular momentum. Un-
fortunately, we cannot show the full preservation of angular
momentum, which is a limitation of our method that is worth
further exploration.

Lemma VIII.8. U ij,i′j′

f preserves i) linear and ii) in-plane
angular momentum along nt

⋆ of Hij and Hi′j′ .

Proof. i) The total negative force applied on Hij and Hi′j′ is:

fij =

M∑
m=1

µAϵ(f
m
ij,⊥)B

ij,i′j′ ẋm
ij,∥ − ṗmij,∥√∥∥∥ẋm

ij,∥ − ṗmij,∥

∥∥∥2 + ϵ

(79)

fi′j′ =

M∑
m=1

µAϵ(f
m
i′j′,⊥)B

ij,i′j′ ẋm
i′j′,∥ − ṗmi′j′,∥√∥∥∥ẋm

i′j′,∥ − ṗmi′j′,∥

∥∥∥2 + ϵ

. (80)

Combined, we have:

fij + fi′j′ =
−1
∆t

Bij,i′j′
∂U ij,i′j′

f⋆

∂u⋆
= 0, (81)

by the optimality of u⋆, proving linear momentum preserva-
tion.

ii) The total negative torque applied on Hij and Hi′j′ is:

τij =
M∑

m=1

µAϵ(f
m
ij,⊥)[Ti(d, θ

t)xm
ij ]×Bij,i′j′

ẋm
ij,∥ − ṗmij,∥√∥∥∥ẋm

ij,∥ − ṗmij,∥

∥∥∥2 + ϵ

τi′j′ =
M∑

m=1

µAϵ(f
m
i′j′,⊥)[Ti′(d, θ

t)xm
i′j′ ]×Bij,i′j′

ẋm
i′j′,∥ − ṗmi′j′,∥√∥∥∥ẋm

i′j′,∥ − ṗmi′j′,∥

∥∥∥2 + ϵ

.

(82)

By the optimality in ω⋆, we have:

[nt
⋆]

T (τij + τi′j′) =
−1
∆t

∂U ij,i′j′

f⋆

∂ω⋆
= 0, (83)

proving the preservation of in-plane angular momentum.

We summarize our results in the following theorem:

Theorem VIII.9. The frictional damping potential
U ij,i′j′

f has the following properties:

• Globally, U ij,i′j′

f = 0 is differentiable and has
mixed-second-derivative:

d2U ij,i′j′

f

d
(
d, θt+1, θt

)
dθt+1

. (84)

• U ij,i′j′

c preserves linear and in-plane angular mo-
mentum along nt

⋆.

IX. DIFFERENTIABILITY OF SDRS

We argument informally in this section. The SDRS function
is formulated as an unconstrained optimization, with the
objective being:

O(d, θt+1, θt, θt−1, ut). (85)

At the local minimum, we have:

∂O
∂θt+1

= 0. (86)

Now suppose:

∂2O
∂θt+12

≻ 0, (87)

and we can invoke the implicit function theorem everywhere,
then we have:

∂θt+1

∂
(
d, θt, θt−1, ut

) = −
[

∂2O
∂θt+12

]−1
∂2O

∂θt+1∂
(
d, θt, θt−1, ut

) . (88)

Note that all the derivatives in Equation 88 are well-defined
due to Theorem VII.8 and Theorem VIII.9. But if we would
like to show that θt+1 is globally differentiable, then we need
to be able to invoke the implicit function theorem everywhere.
A sufficient condition for this is to show that:

∂2O
∂θt+12

≻ 0, (89)

everywhere, i.e., O is a strictly convex function of θt+1 for
any choice of

(
d, θt, θt−1, ut

)
. We informally argue that this

is possible by choosing sufficiently small ∆t. Note that in the
objective function, only the following term is related to the
timestep size:

ρ

M∑
m=1

∆t2

2
∥ẍm

ij∥2 = O(∆t−2), (90)

the Hessian matrix of which is called the generalized mass
matrix (scaled by ∆t−2), which is positive definite. We can
choose sufficiently small ∆t such that the generalized mass
matrix contributes much large positive eigenvalues to ∂2O

∂θt+12

than all other terms, making it positive definite everywhere.
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